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Topic models

Methods of unsupervised text analysis

Describe main themes of a corpus

I Starts with term document matrix
I Specify a statistical model for how the text was generated
I Find most likely topics that generated the text

Similar to clustering, but with key differences

Many variants of topic models

Today: Latent Dirichlet Allocation and Structural Topic Model
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Latent Dirichlet Allocation (Blei, Ng, and Jordan 2003)

Idea: don’t restrict topics to a single latent class, model topics as an
admixture.

Each document is a mixture over topics. Each topic is a mixture over
words.

Latent Dirichlet Allocation estimates:

I The distribution over words for each topic.
I The proportion of a document in each topic, for each document.

Maintained assumptions: Bag of words/fix number of topics ex ante.
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What this means in pictures

Say you have
a lot of people.

Each writes
some texts

that discuss a few
different topics

Each writes
some texts

Topic 1

Each writes
some texts

Topic 1

Topic 2

Each writes
some texts

The Latent Dirichlet Allocation estimates:
1 The topics- each is a distribution over words

congress, nations,
power, votes, agree-
ment, bargaining

estimator, data, anal-
ysis, variance, model,
inference

2 The proportion of each document in each topic

.7

.3
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Topic and Mixed Membership Models

Clustering
Document  One Cluster

Topic Models (Mixed Membership)
Document  Many clusters

Doc 1

Doc 2

Doc 3

...

Doc N

Cluster 1

Cluster 2

...

Cluster K

Roberts (UCSD) STM May 25, 2017 5 / 41



Topic and Mixed Membership Models

Clustering
Document  One Cluster

Topic Models (Mixed Membership)
Document  Many clusters

Doc 1

Doc 2

Doc 3

...

Doc N

Cluster 1

Cluster 2

...

Cluster K

Roberts (UCSD) STM May 25, 2017 5 / 41



Topic and Mixed Membership Models

Clustering
Document  One Cluster

Topic Models (Mixed Membership)
Document  Many clusters

Doc 1

Doc 2

Doc 3

...

Doc N

Cluster 1

Cluster 2

...

Cluster K

Roberts (UCSD) STM May 25, 2017 5 / 41



Topic and Mixed Membership Models

Clustering
Document  One Cluster

Topic Models (Mixed Membership)
Document  Many clusters

Doc 1

Doc 2

Doc 3

...

Doc N

Cluster 1

Cluster 2

...

Cluster K

Roberts (UCSD) STM May 25, 2017 5 / 41



Topic and Mixed Membership Models

Clustering
Document  One Cluster

Topic Models (Mixed Membership)
Document  Many clusters

Doc 1

Doc 2

Doc 3

...

Doc N

Cluster 1

Cluster 2

...

Cluster K

Roberts (UCSD) STM May 25, 2017 5 / 41



Topic and Mixed Membership Models

Clustering
Document  One Cluster

Topic Models (Mixed Membership)
Document  Many clusters

Doc 1

Doc 2

Doc 3

...

Doc N

Cluster 1

Cluster 2

...

Cluster K

Roberts (UCSD) STM May 25, 2017 5 / 41



Topic and Mixed Membership Models

Clustering
Document  One Cluster

Topic Models (Mixed Membership)
Document  Many clusters

Doc 1

Doc 2

Doc 3

...

Doc N

Cluster 1

Cluster 2

...

Cluster K

Roberts (UCSD) STM May 25, 2017 5 / 41



A Statistical Highlighter (With Many Colors)
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Topic Models

Two primary matrices of interest:
1) Topical Prevalence Matrix (DxK )

θ =


Topic1 Topic2 . . . TopicK

Doc1 .2 .1 . . . 0.05
Doc2 .2 .1 . . . .3

...
...

...
. . .

...
DocD 0 0 . . . .5


2) Topical Content Matrix (VxK)

βT =


Topic1 Topic2 . . . TopicK

“text ′′ .02 .001 . . . 0.001
“data′′ .001 .02 . . . 0.001

...
...

...
. . .

...
“analysis ′′ .01 .01 . . . 0.0005
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Topic Models
Two primary matrices of interest: X ≈ θβ
1) Topical Prevalence Matrix (DxK )

θ =
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Vanilla Latent Dirichlet Allocation Objective Function

- Consider document i , (i = 1, 2, . . . ,N).

- Suppose there are Mi total words and xi is an Mi × 1 vector, where
xim describes the mth word used in the document.

βk ∼ Dirichlet(η)

αk ∼ Gamma(α, β)

θi |α ∼ Dirichlet(α)

zim|θi ∼ Multinomial(1,θi )

xim|βk , zimk = 1 ∼ Multinomial(1,βk)

Optimization:

- Variational Approximation Find “closest” distribution

- Gibbs sampling  MCMC algorithm to approximate posterior
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Example: Japanese Campaign Manifestos (Catalinac 2016)

- Why is Japan revising its constitution?

- IR question: why is Japan now willing to engage militaristic foreign
action?

- One explanation: election reform in 1993, changed electoral incentives

- To answer well: characterize campaigns across 50 + years

- That sounds hard
- That sounds impossible

- Determined (relentless) data collection

- Latent Dirichlet Allocation (on japanese texts)
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Example: Japanese Campaign Manifestos (Catalinac 2016)

Japanese Elections:

- Election Administration Commission runs elections → district level

- Required to submit manifestos for all candidates to National Diet

- Collected from 1950- 2009

- Available only at district level
- Until: 2009 national library made texts available on microfilm

- Collected from microfilm, hand transcribed (no OCR worked), used a
variety of techniques to create a TDM

- Harder for Japanese
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- Output: topics (with Japanese characters)
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Example: Japanese Campaign Manifestos (Catalinac 2011)

Change in Mean Proportion of Each Manifesto Devoted to Pork Over Time
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Example: Japanese Campaign Manifestos (Catalinac 2011)
Change in Mean Proportion of Each Manifesto Devoted to Foreign Policy Over Time
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Measuring Topic Performance: Out of Sample Prediction

How well does our model perform?

 predict new documents?
Problem in sample evaluation leads to overfit.
Solution evaluate performance on held out data
For held out document x∗out

Perplexity = exp (− log p(x∗out|µ,π))
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What’s Prediction Got to Do With It?

- Prediction One Task

- Do we care about it? Social science application where we’re
predicting new texts?

- Does it correspond to how we might use the model?

Chang et al 2009 (“Reading the Tea Leaves”) :

- Compare perplexity with human based evaluations

- NEGATIVE relationship between perplexity and human based
evaluations

Different strategy measure quality in topics and clusters

- Statistics: measure cohesiveness and exclusivity

(Roberts, et al 2014)

- Experiments: measure topic and cluster quality
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Measuring Cohesiveness and Exclusivity

- Consider the output of a topic model)

- We might select 5 top words for each topic

Topic 1 bill congressman earmarks following house
Topic 2 immigration reform security border worker
Topic 3 earmark egregious pork fiscal today

- An ideal topic? will see these words co-occur in documents

- Define vk = (v1k , v2k , . . . , vLk) be the top words for a topic

- For example v3 = (earmark , egregious , pork , fiscal , today )
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Measuring Cohesiveness and Exclusivity
Define the function D as a function that counts the number of times its
argument occurs:

D(earmark, egregious) = No. times earmark and egregious co-occur

D(egregious) = Number of times Egregious occurs

Define cohesiveness for topic k as

Cohesivek =
L∑

l=2

l−1∑
m=1

log

(
D(vlk , vmk) + 1

D(vmk)

)
Define overall cohesiveness as:

Cohesive = (
K∑

k=1

Cohesivek)/K

=

(
K∑

k=1

L∑
l=2

l−1∑
m=1

log

(
D(vlk , vmk) + 1

D(vmk)

))
/K
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Measuring Cohesiveness and Exclusivity
We also want topics that are exclusive

 few replicates of each topic

Exclusivity(k, v) =
µk,v∑K
l=1 µl ,v

Suppose again we pick L top words. Measure Exclusivity for a topic as for
a topic as:

Exclusivityk =
∑

j :vj∈vk

µk,j∑K
l=1 µl ,j

Exclusivity =

(
K∑

k=1

Exclusivityk

)
/K

=

 K∑
k=1

∑
j :vj∈vk

µk,j∑K
l=1 µl ,j

 /K
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How do we Choose K?

Generate many candidate models

1) Assess Cohesiveness/Exclusivity, select models on frontier

2) Use experiments

3) Read

4) Final decision combination
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Examples of Topic Models

How do senators present their work to the public? What explains
variation in representational style? (Grimmer 2013)

Does electoral reform alter the content of Japanese Party manifestos?
(Catalinac 2016)

How do Muslim clerics supporting violent Jihad differ from those who
do not in choice of fatwa topics? (Nielsen 2013)

Do presidential candidates move to the center after the convention?
(Gross et al 2013)
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Elements of a Common Structure

Measuring variation of topics with some observed covariates

Interest in aggregate trends (e.g. proportion of total press release
from a given center about appropriations)

We want to tell a story not just about what, but how and why
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In Practice

Run standard LDA model and estimate covariate effects after the fact

First we assume exchangeability then we show it doesn’t hold!

Designing custom models would be better but too much for
practitioners

Practitioners see hundreds of options- but hard to find one that fits
individual cases.
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Goal of Structural Topic Model (Roberts, Stewart, Tingley
et al (2014))

Provide a basic framework for applied users to incorporate observed data
which is

Easy to use (R package)

Flexible

Integrated with support tools (visualization/uncertainty
calculation/model selection)

See structuraltopicmodel.com
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Leveraging Information Within and About Texts

Previous methods leverage the information within documents
I methods developed in computer science and statistics
I primarily analyzing unstructured text
I use words within document to infer its subject

But, we also have information about documents
I captured by metadata: data about data
I e.g. author, source, date, audience
I important because speech is deeply contextual
I e.g. who says it, where, when, to whom
I we want to avoid throwing away valuable information we have

Structural Topic Model (STM)
I general method for modeling documents with context
I modeling context in document sets with enable comparison
I two uses of metadata: topic prevalence and topical content
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STM = LDA + Contextual Information

STM provides two ways to include contextual information
I Topic prevalence can vary by metadata

F e.g. Democrats talk more about education than Republicans

I Topic content can vary by metadata
F e.g. Democrats are less likely to use the word “life” when talking about

abortion than Republicans

Including context improves the model:
I more accurate estimation
I better qualitative interpretability
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STM: What this means in pictures

congress, nations,
power, votes, agree-
ment, bargaining

Politics

Statistics

estimator, data, anal-
ysis, variance, model,
inference

Say you have
a lot of people.

that discuss a few
different topics

Each writes
some text

The STM Allows for:

.7

.3

1 The words in each topic to vary by gender

congress, nations,
power, votes, agree-
ment,bargaining

Politics

Statistics

estimator, data, anal-
ysis, variance, model,
inference

Group A

Group B

Group A

2 The topic proportions to vary by group

.2

.8

.75

.25
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Mixed-Membership Topic Models

More formal terminology:

User specifies the number of topics: K

Observed data for standard topic models
I Each document (i ∈ 1 . . .D) is a collection of Mi tokens

Additional data for STM
I Topic prevalence covariates: D × P matrix X
I Topical content groups: D length vector Y

Latent variables
I D × K matrix θ: proportion of document on each topic.
I K × V matrix β: probability of drawing a word conditional on topic.
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The Structural Topic Model

θ, D × K document-topic matrix

⇐ logistic normal glm with
covariates

I Covariate-specific prior with global topic covariance
I θi,· ∼ LogisticNormal(Xiγ,Σ)

β, K × V topic-word matrix

⇐ multinomial logit with covariates
I Each topic is now a covariate-specific deviation from a baseline

distribution.
I ~βk,· ∝ exp

(
m + κ(topic) + κ(cov) + κ(int)

)
I Thee parts: topic, covariate, topic-covariate interaction

Each token has a topic drawn from the document mixture
I Draw token topic zi,m from Multinomial(θi )
I Draw observed word wi,m from Multinomial(βk=z,)
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Albertson and Gadarian: Anxiety and Immigration

Treatment/Control:

“... When you think about immigration, what makes you worried?...”

“... When you think about immigration, what do you think of?...”

Original analysis:

Human coders using pre-established coding categories (Fear, Anger,
Enthusiasm)

Treatment had impact on Fear and Anger.
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Topics

Topic 1

I illeg, job, immigr, tax, pai, american, care, welfar, crime, system, secur,
social, cost, health, servic, school, languag

I “problems caused by the influx of illegal immigrants who are crowding
our schools and hospitals, lowering the level of education and the
quality of care in hospitals.”

I “crime lost jobs benefits paid to illegals health care and food....we
cannot feed the world when we have americans starving, etc”

Topic 2

I immigr, illeg, legal, border, need, worri, mexico, think, countri, law,
mexican, make, america, worker

I “i worry about the republican party doing something very stupid. this
country was built on immigration, to deny anyone access to citizenship
is unconstitutional. what happened to give me your poor, sick, and
tired?”

I “border control, certain illegal immigrants tolerated, and others
immediately deported.”
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Effects on Topic 1
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Figure: Topic 1.
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Different Newspapers, Different Perspectives
(Roberts, Stewart, Airoldi 2017)
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Different Newspapers, Different Perspectives
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Fatwas (Lucas et al 2015 and Nielsen 2014)

fatwas: Islamic legal rulings on any virtually any aspect of human
behavior, ranging from sex and dietary restrictions to violent Jihad.

We combine expert assessments 33 clerics (20 Jihadists and 13
non-Jihadists) with their Fatwas, giving us 11,045 texts.

Estimate STM with Jihadi vs. non-Jihadi classification as a topic
prevalence parameter.

Roberts (UCSD) STM May 25, 2017 34 / 41



Jihad
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Jihad

100 Topics Occuring in "Normal" Fatwas (Jihad Score < 0 )
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Figure: Estimated topic proportions by fighting the west and excommunication
topics, separated out by jihadist versus jihadist coding.
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Figure: The network of correlated topics for a 15-topic Structural Topic Model
with Jihadi/not-Jihadi as the predictor of topics in Arab Muslim cleric writings.
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stm Package in R

Ingest

Process

Estimate

textProcessor

readCorpus{
prepDocuments

plotRemoved{
stm{

Evaluate Understand Visualize

manyTopics

multiSTM

selectModel

permutationTest

searchK

findThoughts

estimateEffect

topicCorr

labelTopics

cloud

plotQuote

plot.estimateEffect

plot.STM

plot.topicCorr

Extensions
stmBrowser

stmCorrViz

...
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stm Package in R

1 Many functions for reading in texts and manipulating the corpus.

2 Simple GLM style syntax for the model using formulas

mod.out <- stm(documents,vocab, K=10,

prevalence= ~treatment,

content= ~gender,

data=metadata)

3 Simple syntax for including smooth functional forms for continuous
variables via s().

4 Wrappers to automate model selection.

Available at structuraltopicmodel.com – example data/code:
https://goo.gl/j6T42I
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Lots of quantities of interest

1 Label topics (4 styles of most informative words) (summary,
labelTopics)

2 Plot predicted topic/covariate relationships and CI’s with uncertainty
(plot)

3 Documents highly associated with particular topics (findThoughts)

Roberts (UCSD) STM May 25, 2017 40 / 41



Lots of quantities of interest

1 Label topics (4 styles of most informative words) (summary,
labelTopics)

2 Plot predicted topic/covariate relationships and CI’s with uncertainty
(plot)

3 Documents highly associated with particular topics (findThoughts)

Roberts (UCSD) STM May 25, 2017 40 / 41



New Functionality: stmBrowser

http:

//pages.ucsd.edu/~meroberts/stm-online-example/index.html
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